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Abstract

In this work, we develop a pipeline for
historical-psychological text analysis in clas-
sical Chinese. Humans have produced texts in
various languages for thousands of years; how-
ever, most of the computational literature is
focused on contemporary languages and cor-
pora. The emerging field of historical psy-
chology relies on computational techniques to
extract aspects of psychology from historical
corpora using new methods developed in nat-
ural language processing (NLP). The present
pipeline, called Contextualized Construct Rep-
resentations (CCR), combines expert knowl-
edge in psychometrics (i.e., psychological sur-
veys) with text representations generated via
transformer-based language models to measure
psychological constructs such as traditional-
ism, norm strength, and collectivism in clas-
sical Chinese corpora. Considering the scarcity
of available data, we propose an indirect super-
vised contrastive learning approach and build
the first Chinese historical psychology corpus
(C-HI-PSY) to fine-tune pre-trained models.
We evaluate the pipeline to demonstrate its su-
perior performance compared with other ap-
proaches. The CCR method outperforms word-
embedding-based approaches across all of our
tasks and exceeds prompting with GPT-4 in
most tasks. Finally, we benchmark the pipeline
against objective, external data to further verify
its validity.

1 Introduction

Humans have been producing written language for
thousands of years. Historical populations have
expressed their norms, values, stories, songs, and
more in these texts. Such historical corpora repre-
sent a rich yet underexplored source of psycholog-
ical data that contains the thoughts, feelings, and
actions of people who lived in the past (Jackson
et al., 2021). The emerging field of “historical psy-
chology” has been developed to understand how

Figure 1: Comparison of the best performance among
the DDR, CCR, and prompting methods on three tasks
in the C-HI-PSY test set. (STS: Semantic Textual Simi-
larity, PM: Psychological Measure, QIC: Questionnaire
Item Classification)

different aspects of psychology vary over historical
time and how the origins of our contemporary psy-
chology are rooted in historical processes (Atari
and Henrich, 2023; Muthukrishna et al., 2021; Bau-
mard et al., 2024). Since we cannot access “dead
minds” directly but can access their textual remains,
natural language processing (NLP) is the primary
method to extract aspects of psychology from his-
torical corpora. Previous works, however, are often
monolingual and in English (Blasi et al., 2022).
In addition, much of the literature at the intersec-
tion of psychology and NLP has relied on bag-of-
words or word embedding models, focusing on
non-contextual word meanings rather than a holis-
tic approach to language modeling.

Recently, more research attention in the NLP
community has been directed to historical and an-
cient languages (Johnson et al., 2021), including
but not limited to English (Manjavacas Arevalo and
Fonteyn, 2021), Latin (Bamman and Burns, 2020),
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Figure 2: Pipeline of cross-lingual questionnaire conversion and contextualized construct representation for classical
Chinese.

ancient Greek (Yousef et al., 2022), and ancient
Hebrew (Swanson and Tyers, 2022). While all
these languages have historical significance, classi-
cal Chinese is particularly important in the quantita-
tive study of history. China has a long history span-
ning thousands of years, largely recorded in clas-
sical Chinese. The language served as a medium
for expressing and disseminating influential philo-
sophical and religious ideas. Confucianism, Dao-
ism, and later Buddhism (through translations from
Sanskrit) all found expression in classical Chinese,
profoundly shaping Chinese thought, ethics, gov-
ernance, and norms. As more resources become
readily available for classical Chinese, scholars
of ancient China can test more specific hypothe-
ses using computational methods (Liu et al., 2023;
Slingerland, 2013; Slingerland et al., 2017).

Due to its historical significance and geograph-
ical coverage, classical Chinese represents one of
the most important languages in historical psy-
chology (Atari and Henrich, 2023). Prior work
in social science has often relied on bag-of-words
approaches (Zhong et al., 2023) or bottom-up
techniques such as topic modeling (Slingerland
et al., 2017). In the NLP community, various
Transformer-based models for classical Chinese
have been developed (Tian et al., 2021; Wang
and Ren, 2022; Yan and Chi, 2020; Wang et al.,
2023a), primarily for tasks like punctuation pre-
diction (Zhou et al., 2023), poem generation (Tian

et al., 2021), and translation (Wang et al., 2023b).
However, they have not been applied to theory-
driven psychological text analysis for extracting
psychological constructs (e.g., moral values, norms,
cultural orientation, mental health, religiosity, emo-
tions, and thinking styles) from historical data.

Transformer-based language models (Vaswani
et al., 2017) are crucial for psychological text anal-
ysis because psychological constructs are often
complex, and sentence-level semantics (and above)
will more effectively capture psychological mean-
ings than isolated words (Demszky et al., 2023) or
non-contextual word embedding models (Kennedy
et al., 2021).

Here, we create a pipeline called Contextual-
ized Construct Representation (CCR) for historical-
psychological text analysis in classical Chinese.
Although CCR has recently been developed for
contemporary psychological text analysis (Atari
et al., 2023b), it can be adapted for historical NLP.
As a tool for psychological text analysis, CCR takes
advantage of contextual language models, does not
require selecting a priori lists of words to repre-
sent a psychological construct (e.g., the popular
Linguistic Inquiry and Word Count program, Boyd
et al., 2022), and takes advantage of psychometri-
cally validated questionnaires in psychology. The
pipeline of CCR for classical Chinese proceeds
in five steps: (1) selecting a questionnaire for the
psychological construct of interest; (2) converting



the questionnaire, usually in English, into classical
Chinese; (3) representing questionnaire items as
embeddings using a contextual language model; (4)
generating the embedding of the target text using
a contextual language model; (5) computing the
cosine similarity between the item and text embed-
dings. This straightforward pipeline is particularly
useful for social science, wherein researchers are
interested in interpretability and hypothesis testing.

There are two main challenges of using the CCR
pipeline in analyzing Chinese historical texts: (1)
popular self-report questionnaires, widely accepted
by psychologists, are often in English, making
it difficult to align them with classical Chinese
texts; (2) there is a lack of psychology-specific
Transformer-based models for classical Chinese,
making it difficult to obtain high-quality represen-
tations of Chinese historical texts. To address the
first challenge, we propose a pipeline that uses a
multilingual quotation recommendation model (Qi
et al., 2022) to convert contemporary English ques-
tionnaires into contextually meaningful classical
Chinese sentences (Section 3.1). To tackle the sec-
ond challenge, we build the first Chinese historical
psychology corpus (C-HI-PSY) and introduce an
approach based on indirect supervision (He et al.,
2021; Yin et al., 2023; Xu et al., 2023a) and con-
trastive learning (Chopra et al., 2005; Schroff et al.,
2015; Gao et al., 2021; Chuang et al., 2022) to fine-
tune pre-trained models on this corpus (Section
3.2).

2 Related Work

Psychological Text Analysis Given the increas-
ing amount of online textual data, many social sci-
entists are turning to NLP to test their theories. Un-
like in some computational fields, social scientists
traditionally give primacy to “theory” rather than
prediction (Yarkoni and Westfall, 2017). Hence,
theory-driven text analysis is the first methodolog-
ical choice in social sciences, including psychol-
ogy (Jackson et al., 2021; Wilkerson and Casas,
2017; Boyd and Schwartz, 2021). Given the impor-
tance of theory development and hypothesis testing,
many social scientists have developed dictionaries
to assess psychological constructs as diverse as
moral values (Graham et al., 2009), stereotypes
(Nicolas et al., 2021), polarization (Simchon et al.,
2022), and threat (Choi et al., 2022).

Distributed Dictionary Representation (DDR)
Aiming to integrate psychological theories with

the capabilities of word embeddings, Garten et al.
(2018) proposed the Distributed Dictionary Repre-
sentation (DDR) as a top-down psychological text-
analytic method. This method involves (a) defining
a concise list of words by experts to capture a spe-
cific concept, (b) using a word-embedding model
to represent these individual words, (c) computing
the centroid of these word representations to define
the dictionary’s representation, (d) determining the
centroid of the word embeddings within a given
document, and (e) assessing the cosine similarity
between the dictionary’s representation and that of
the document. DDR has been a useful approach in
measuring moral rhetoric (Wang and Inbar, 2021),
temporal trends in politics (Xu et al., 2023b), and
situational empathy (Zhou et al., 2021).

Contextualized Construct Representation
(CCR) The Contextualized Construct Repre-
sentation (CCR) pipeline is built upon SBERT
(Reimers and Gurevych, 2019). This theory-driven
and flexible approach has been shown to out-
perform dictionary-based methods and DDR for
various psychological constructs such as religiosity,
moral values, individualism, collectivism, and need
for cognition (Atari et al., 2023b). Furthermore,
recent work suggests that CCR performs on par
with Large Language Models (LLMs) such as
GPT4 (Achiam et al., 2023) in measuring psy-
chological constructs (Abdurahman et al., 2023).
Although CCR has not been developed specifically
for historical psychology, its flexible pipeline
and easy-to-implement steps offer a unique
opportunity to extract psychological constructs
from historical corpora. In a way, CCR is similar
to DDR, but instead of relying on non-contextual
word embeddings, it makes use of the power of
contextual language models to represent whole
sentences (or larger texts). In addition, it obviates
the development of researcher-curated word lists;
instead, making use of thousands of existing
questionnaires (which typically include face-valid
declarative sentences with which participants
agree or disagree) that have been developed and
validated in psychology over the last century.

Semantic Textual Similarity While BERT (De-
vlin et al., 2018) can identify sentences with similar
semantic meanings, this process can be resource-
intensive. To enhance the performance of BERT
for tasks like semantic similarity assessments, clus-
tering, and semantic-based information retrieval,



Reimers and Gurevych (2019) developed Sentence-
BERT (or SBERT). This model employs a Siamese
network structure specifically designed to create
embeddings at the sentence level. SBERT outper-
forms conventional transformer-based models in
tasks related to sentences and significantly reduces
the time needed for computations. It is engineered
to generate sentence embeddings that capture the
core semantic content, ensuring that sentences with
comparable meanings are represented by closely
positioned embeddings in the vector space. There-
fore, SBERT provides an efficient and less compu-
tationally demanding method for evaluating seman-
tic similarities between sentences, making it partic-
ularly useful in fields such as psychology (Juhng
et al., 2023; Sen et al., 2022).

3 Methodology

Employing the CCR pipeline for historical-
psychological text analysis necessitates the use of
valid questionnaires and appropriate contextual lan-
guage models that can effectively represent sen-
tences or paragraphs. We propose two distinct
pipelines: (1) a cross-lingual questionnaire con-
version pipeline to obtain psychological question-
naires in classical Chinese; (2) an indirect super-
vised contrastive learning pipeline to fine-tune pre-
trained Transformer-based models using a histori-
cal psychological corpus.

3.1 Cross-lingual Questionnaire Conversion

In order to calculate semantic similarities between
questionnaires, typically in English, and the Chi-
nese historical texts to be measured, typically in
classical Chinese, we introduce a novel workflow
for Cross-lingual Questionnaire Conversion (CQC).
Instead of relying on translations or generated texts,
we employ quotations from authentic historical
texts, as they can integrate more naturally within
the context of classical Chinese.

The process of converting a contemporary En-
glish questionnaire Q into a classical Chinese ques-
tionnaire Q̃ is illustrated in the right panel of Figure
2. For each questionnaire item (qi ∈ Q), the mul-
tilingual quote recommendation model, “QuoteR”
(Qi et al., 2022), which is trained on a dataset that
includes English, modern Standard Chinese, and
classical Chinese, can identify a set of quotations
{q̃}i in classical Chinese that are semantically sim-
ilar to the English sentence qi.

All the items are entered into the model for each

questionnaire, resulting in a pool of corresponding
quotations. Then, manual filtering is followed to
eliminate quotations of low quality, which can be
either inappropriate or not explicitly relevant to the
psychological construct. Ultimately, the most simi-
lar quotations q̃i are selected, substituting for every
English qi to construct Q̃ in classical Chinese.

3.2 Indirect Supervised Contrastive Learning

To obtain better psychology-specific representa-
tions for CCR in Chinese historical texts, we in-
troduce an indirect supervised contrastive learning
approach to finetune pre-trained Transformer-based
models, as shown in Figure 3.

Figure 3: Pipeline of triplet sampling and contrastive
learning. CLM stands for contextual language model.

Historical Psychology Corpus We assemble a
refined corpus named Chinese Historical Psychol-
ogy Corpus (C-HI-PSY), which is comprised of
21,539 paragraphs (S) extracted from 667 distinct
historical articles and book chapters in classical
Chinese. The titles of these works (T , |T | ≪ |S|),
each carefully selected for their relevance to moral
values, serve as labels for their topics, including
“節義” (moral integrity), “孝弟” (filial piety and
fraternal duty), “盡忠” (utmost loyalty), “廉恥”
(sense of shame), “清介” (pure and incorruptible),
and “愛己” (love oneself), among others.

We divide our data into training, validation, and
testing sets, allocating 60%, 20%, and 20% of the
data to each set, respectively. The distribution of



paragraph lengths across different sets is consistent,
as shown in Figure 7 in Appendix A.1.

Pseudo Ground Truth from Titles Since the
title (ti ∈ T ) of a paragraph (si ∈ S) is a con-
cise summary of the moral values reflected in the
paragraph, the semantic similarity between titles,
sim(ti, tj), can be considered as the pseudo ground
truth for the semantic similarity between corre-
sponding paragraphs, sim(si, sj). The semantic
similarity between titles can be obtained by embed-
ding the titles via ET (·) and calculating their cosine
similarity cos(ET (ti), ET (tj)). To perform word
embedding on the titles, we trained five word vector
models on a large classical Chinese corpus contain-
ing over a billion tokens using different frameworks
and architectures, and picked the best-performing
one (see Appendix B for word vector model de-
tails).

Positive and Negative Sampling We calculate
the cosine similarities between the title embeddings
cos(ET (ti), ET (tj)), obtained through the word
vector model, of all title pairs (the Cartesian prod-
uct T × T ) in the corpus. The distribution of title
similarities is illustrated in Figure 8 in Appendix
A.2. We obtain positive and negative paragraph
pairs by thresholding the similarities of title pairs.
Paragraphs whose titles have similarities exceeding
the upper threshold δ+, as well as those with identi-
cal titles, were identified as positive pairs (S×S)+,
that is,

{(si, sj)+ | sim(ET (ti), ET (tj)) > δ+}

Conversely, those with titles having similarities
below the lower threshold δ− were designated as
negative pairs (S × S)−, that is,

{(si, sj)− | sim(ET (ti), ET (tj)) < δ−}

We experiment with several threshold settings,
including 0.5th/99.5th, 1st/99th, 10th/90th, and
25th/75th percentiles, on the C-HI-PSY valida-
tion set using the base model “bert-ancient-chinese”
(Wang and Ren, 2022). Our findings demonstrate
that the 10th/90th percentile threshold yields the
best performance, see Figure 4. Hence, for the fol-
lowing experiments, if not specified, the threshold
setting has been taken as 10th/90th.

Triplet Sampling We implement two strategies,
random sampling and hard sampling, to con-
struct triplets of anchor-positive-negative para-

Figure 4: Performance variation with sampling methods
and thresholds.

graphs (sA, s
+
A, s

−
A) from the training set. In ran-

dom sampling, we select one positive instance s+A
and one negative instance s−A randomly from the re-
spective positive pairs (sA×S)+ and negative pairs
(sA × S)− of the anchor sA. In hard sampling, we
utilize the pre-trained model fθ(·), which is later
fine-tuned on these triplets, to embed paragraphs
and calculate cosine similarities between the pos-
itive and negative pairs as cos(fθ(sA), fθ(s

+/−
A )).

For the positive instance, we choose the paragraph
with the lowest similarity to the anchor from its
positive pairs, that is,

s+A = argmin
s

{cos(fθ(sA), fθ(s)) |

(sA, s) ∈ (sA × S)+}

Conversely, for the negative instance, we select the
paragraph with the highest similarity to the anchor
from its negative pairs, that is,

s−A = argmax
s

{cos(fθ(sA), fθ(s)) |

(sA, s) ∈ (sA × S)−}

To prevent the model from over-fitting, we ensure
that each paragraph is used as an anchor only once,



applying this rule across both random and hard
sampling strategies. We also compare the two sam-
pling procedures in Figure 4 with respect to each
positive-negative splitting threshold. Interestingly,
we find that the random sampling procedure is bet-
ter than hard sampling ever since the threshold is
higher/lower than 0.5th/99.5th; we note that the
case could be due to the noise inevitably caused by
the indirect supervised learning approach, which
drove the hard sampling procedure to fail at finding
helpful instances (see Limitation).

Fine-tuning with Contrastive Learning We
fine-tune several pre-trained Transformer-based
models (Wang and Ren, 2022; Yan and Chi, 2020;
Reimers and Gurevych, 2019; Xu, 2023) on the
C-HI-PSY training set, using a triplet loss function
(Schroff et al., 2015),

Ltriplet(θ) =
∑
sA∈S

max{D+ −D−, 0}

where D+ denotes the distance between the pos-
itive pair, i.e. ∥fθ(sA)− fθ(s

+
A)∥

2

2, and D− de-
notes the distance between the negative pair, i.e.
∥fθ(sA)− fθ(s

−
A)∥

2

2, α is a constant set to be 5,
and θ stands for the pre-trained weights to be fine-
tuned. This loss function aims to minimize the
squared Euclidean norm between the anchor and
positive, and maximize the squared Euclidean norm
between the anchor and negative.

We construct paragraph pairs from the C-HI-
PSY validation set through random sampling to
validate the models during training, using the sim-
ilarities between titles as pseudo ground truth to
gauge the similarities between paragraphs. We per-
form a hyperparameter sweep (see Table 5 in the
Appendix), to select the best-performing configura-
tion for each model, as shown in Table 1.

4 Evaluation and Results

We set up three different tasks to evaluate the CCR
method (using SBERT models), and compare it
with the DDR method (using word embedding mod-
els) and the prompting method (using generative
LLMs). The results are shown in Table 2.

4.1 Semantic Understanding

Understanding of Historical Text: Semantic Tex-
tual Similarity For the CCR method, we embed
whole paragraphs with SBERT models, and then

Figure 5: Comparison of model performance using the
CCR method on the three tasks in the C-HI-PSY test set
before and after fine-tuning. (Model A: bert-ancient-
chinese, B: guwenbert-base, C: guwenbert-large, D:
paraphrase-multilingual-MiniLM-L12-v2, E: text2vec-
base-chinese, F: text2vec-base-chinese-paraphrase, G:
text2vec-large-chinese)

calculate the cosine similarity between each pair
of paragraphs. For the DDR method, we average
the word vectors of all the words in the paragraph,
and then calculate the cosine similarity between
each pair of paragraphs. For the LLM-prompting
method, we craft a few-shot prompt (Brown et al.,
2020; Si et al., 2023) (Figure 9) asking for a simi-
larity score, ranging from 0 to 1, between each pair
of paragraphs. As mentioned, similarities between
the titles of each pair of paragraphs are used as the
pseudo ground truth.

We construct paragraph pairs for evaluation from
the C-HI-PSY test set using two sampling methods:
(1) random sampling, where paragraphs are ran-
domly paired, and (2) threshold sampling, which
pairs paragraphs with either positive or negative
samples based on a specific threshold (10th/90th).
Threshold sampling produces distinctly positive
or negative pairs; thus, we refer to it as the Easy
Task. Conversely, random sampling can result in
ambiguous pairs, making for a more challenging
Hard Task.

Understanding of Questionnaire Item: Text
Classification We convert several broadly ac-
cepted questionnaires from English into classi-
cal Chinese, including Collectivism, Individual-
ism (Oyserman, 1993), Norm Tightness and Norm
Looseness (Gelfand et al., 2011), by employing the



Framework Base Model
If Specific to

Classical Chinese
Batch
Size

Warmup
Epochs

Learning
Rate

Pearson Spearman

BERT Bert-ancient-chinese ✔ 32 3 1.0e-05 .43 .42

RoBERTa
Guwenbert-base ✔ 32 2 2.0e-05 .30 .37

Guwenbert-large ✔ 16 1 2.0e-05 .29 .30

SBERT
Paraphrase-multilingual-

MiniLM-L12-v2
✗ 32 1 2.0e-05 .19 .19

MacBERT+CoSENT text2vec-base-chinese ✗ 32 2 2.0e-05 .34 .32

ERNIE+CoSENT
text2vec-base-chinese-

paraphrase
✗ 32 2 2.0e-05 .40 .40

LERT+CoSENT text2vec-large-chinese ✗ 16 2 2.0e-05 .36 .37

Table 1: Fine-tuned models’ performance on the validation set. We show the best performing configuration which is
also the final configuration used to report each models’ performance on the test test.

CQC approach described in Section 3.1. For both
the CCR and DDR methods, all the items from
these questionnaires are embedded. Then we con-
duct 10-fold cross-validation, using Support Vector
Machines (SVM) as the classifier, and text embed-
dings or averaged word vectors as features. For
the prompting method, we craft a few-shot prompt
(Figure 11) directly asking for classification.

4.2 Psychological Measure

For the CCR method, we calculate the average
cosine similarities between each paragraph in the
C-HI-PSY test set and all the items in the question-
naire, representing the “loading score” of the para-
graph on the questionnaire. For the DDR method,
we build a corresponding dictionary for each psy-
chological construct (see Appendix C for more de-
tails), and calculate the cosine similarity between
the centroid of words in each paragraph and the
centroid of words in the dictionary. For the prompt-
ing method, we craft a few-shot prompt (Figure 10)
asking for a score, ranging from 0 to 1, to measure
each paragraph with respect to the topic of each
questionnaire. Items in each questionnaire are pro-
vided in the prompt. Average similarities between
the title of each paragraph and all the words in the
dictionary, calculated by the word vector model,
are used as the pseudo ground truth.

4.3 Results

For the Semantic Textual Similarity (STS) task,
we evaluate the DDR and CCR methods through
a rigorous process involving 20 rounds of random
sampling. In each round, 4,308 random paragraph
pairs are constructed from the C-HI-PSY test set.

After completing these 20 evaluations, we calcu-
late the average scores along with standard errors.
When evaluating the prompting method, due to
the high costs, we only conduct a single round
of random sampling. For the Questionnaire Item
Classification (QIC) task, we utilize 60 items from
questionnaires on Collectivism, Individualism (Oy-
serman, 1993), Norm Tightness, and Norm Loose-
ness (Gelfand et al., 2011), selecting 15 items from
each questionnaire. For the Psychological Measure
(PM) task, we measure the loading scores of all
4308 paragraphs in the C-HI-PSY test set across
the four questionnaires mentioned above, and re-
port the average scores along with standard errors.

Figure 5 illustrates that the performance metrics
of most models in the CCR baseline have substan-
tially improved after fine-tuning. As shown in Ta-
ble 2, the CCR method, using SBERT models after
fine-tuning, outperforms the DDR method across
all tasks and surpasses the prompting method with
GPT-4 (version January 25, 2024) in most tasks,
demonstrating its superiority in effectively extract-
ing psychological variables from text.

5 Benchmarking: Traditionalism,
Authority, and Attitude toward Reform

To address the lack of benchmark datasets related
to psychological measurement in classical Chinese,
we further validate the effectiveness of the CCR
method using externally annotated data.

Officials’ Attitudes toward Reform in the 11th
Century Moral values and political orientations
are closely intertwined (Federico et al., 2013;
Kivikangas et al., 2021). For example, the attitude



Framework Base Model

Semantic
Textual Similarity

(Easy Task)

Semantic
Textual Similarity

(Hard Task)

Questionnaire
Item Classification

Psychological
Measure

Pears. Spear. Pears. Spear. Accuracy Pears. Spear.

(a) DDR
Word2Vec (CBOW) / .02±.11 .02±.10 −.03±.02 −.02±.01 .80±.16 .22±.07 .23±.05

Word2Vec (Skip-gram) / .08±.11 .09±.11 .02±.02 .02±.01 .87±.15 .18±.07 .18±.06

FastText (CBOW) / .05±.11 .04±.10 −.01±.01 .01±.01 .90±.13 .23±.08 .24±.06

FastText (Skip-gram) / .10±.10 .11±.10 .03±.02 .04±.01 .85±.16 .20±.07 .20±.05

GloVe / .07±.10 .09±.11 .01±.02 .01±.01 .83±.15 .16±.09 .19±.05

(b) Prompting
GPT GPT-3.5-turbo-0125 .08 .04 .26 .28 .63 .05±.08 .08±.10

GPT GPT-4-0125-preview .62 .52 .40 .30 .77 .25±.15 .27±.17

(c) CCR (ours)
BERT Bert-ancient-chinese .53±.07 .55±.07 .42±.01 .43±.01 .93±.11 .30±.04 .30±.04

RoBERTa Guwenbert-base .29±.07 .46±.09 .25±.01 .40±.01 .90±.11 .20±.06 .23±.09

RoBERTa Guwenbert-large .41±.05 .44±.07 .28±.01 .31±.01 .83±.13 .22±.04 .20±.05

SBERT
Paraphrase-multilingual-

MiniLM-L12-v2
.20±.15 .21±.14 .18±.01 .19±.01 .82±.19 .15±.04 .14±.05

MacBERT+CoSENT text2vec-base-chinese .41±.09 .40±.09 .32±.01 .31±.01 .95±.08 .21±.10 .20±.10

ERNIE+CoSENT
text2vec-base-chinese-

paraphrase
.45±.09 .45±.09 .38±.01 .37±.01 .93±.11 .21±.03 .20±.04

LERT+CoSENT text2vec-large-chinese .46±.12 .47±.08 .36±.01 .38±.01 .97±.07 .28±.05 .27±.05

Table 2: Performance on the test set across three tasks using three methods: DDR, LLM Promping, and CCR.
Details of models for the DDR method are explained in the Appendix B. Models for the CCR method have been
fine-tuned on the C-HIS-PSY training set. Models for the prompting method include the versions of GPT-3.5 and
GPT-4 that were released on January 25, 2024.

of individuals toward reforms, policy changes, and
new legislation often reflects traditionalism, conser-
vatism, and respect for authority (Hackenburg et al.,
2023; Koleva et al., 2012). Those with stronger tra-
ditionalist views are more likely to identify with
the existing social order and resist changes to the
status quo (Osborne et al., 2023; Jost and Hunyady,
2005).

Throughout Chinese history, there have been nu-
merous instances of significant reforms, one of the
most notable of which being the Wang Anshi’s New
Policies in the 11th century, which faced mixed re-
actions from officials. We draw upon a dataset
manually compiled by Wang (2022), who anno-
tated the attitudes of 137 major officials toward the
reform.

Individual-level Measure of Traditionalism and
Authority We extract writings of these officials
documented in the Complete Prose of the Song
Dynasty (Zeng and Liu, 2006). Questionnaires of
traditionalism (Samore et al., 2023) and authority
(Atari et al., 2023a) are converted from English

into classical Chinese, by employing the CQC ap-
proach described in Section 3.1. Employing the
best-performing fine-tuned SBET model, we use
our CCR pipeline to measure the levels of tradition-
alism and attitudes toward authority expressed in
their texts. For each individual official, results are
aggregated by calculating the average score across
all of their writings.

Support
for Reform

Attitude toward
Reform

Traditionalism -0.441*** -0.279**

Authority -0.472*** -0.310**

Table 3: Spearman correlation between CCR-based mea-
sure of moral values and actual attitude toward reform
of officials. **p < .01 ***p < .001

Results We find a significant correlation (Figure
6) between officials’ attitudes toward the reforms
and the levels of traditionalism and authority mea-
sured through CCR. Authority and traditionalism



Figure 6: Correlation between Traditionalism Authority
and Officials’ Attitudes toward Reforms. (a) and (c)
present the average psychological measure scores with
standard errors, using an ordinal variable where -1 signi-
fies opposition to the reform, 0 indicates a neutral or no
explicit attitude, and 1 denotes support for the reform
(N = 108). (b) and (d) depict the linear regression lines
accompanied by 95% Confidence Intervals, employing
a continuous variable that ranges from 0 to 1 to quantify
officials’ degree of support for the reform (N = 56).

both show a significant negative correlation with
support for reform, with Spearman correlation co-
efficients less than 0.4 and p-values less than 0.001
(Table 3). Officials with greater traditionalism and
respect for existing authority are more likely to op-
pose reform, which is in line with the theoretical
assumptions. This benchmarking against histori-
cally verified data supports the validity of CCR as a
valid computational pipeline to extract meaningful
psychological information from classical Chinese
corpora.

6 Discussion and Conclusion

Historical-psychological text analysis is a new line
of research focused on extracting different aspects
of psychology from historical corpora using state-
of-the-art computational methods (Atari and Hen-
rich, 2023). Here, we create a new pipeline, CCR,
as a helpful tool for historical-psychological text
analysis. Evaluating our model against word em-
bedding models (e.g., DDR) and more recent LLMs
(e.g., GPT4), we demonstrate that CCR performs
better than these alternatives while keeping its high
level of interpretability and flexibility. Classical
Chinese is of great historical significance, and the
proposed approach can be particularly helpful in

testing new insights about the “dead minds” who
lived centuries or even millennia prior. We hope
our tool motivates future work at the intersections
of psychology, quantitative history, and NLP. Im-
portantly, benchmarking historical-psychological
tools, especially in ancient languages, is difficult
because obtaining ground truth is challenging and
dependent upon the quality of historical data. That
said, we validate CCR against a historically veri-
fied knowledge base about attitudes toward reform
and traditionalism.

Limitation

Due to the lack of fine-grained data available for
training in the context of classical Chinese and with
historical-psychological texts, we propose an indi-
rect supervised learning approach where the simi-
larities between titles are used as the pseudo ground
truth for similarities between paragraphs. How-
ever, this approach may lead to the model learning
some noise from the data, negatively affecting the
model’s performance in downstream tasks.

Our experiments show that hard sampling is
counterintuitively worse than random sampling on
our dataset (Figure 4). This is the case because
although the title of a text represents the main idea
of most of the content, there may still be parts of
the text that are unrelated to the title. For example,
in a pair of paragraphs that are identified as positive
samples due to their highly similar titles, one para-
graph might be irrelevant to the title. Consequently,
the text similarity calculated after embedding by a
pre-trained model might not be high for this pair
of paragraphs. The difference between the similar-
ity prediction made by the pre-trained model and
the pseudo ground truth based on title similarity
may result in these paragraph pairs being identi-
fied as hard samples. However, in such cases, the
pre-trained model’s prediction could be more ac-
curate than the pseudo ground truth derived from
title similarity. It is the noise caused by the indirect
supervised approach that makes the hard sampling
fail to find helpful instances.

Our future efforts will be directed toward assem-
bling datasets with expert annotations to address
this issue. Moreover, we aim to contribute to both
historical psychology and NLP by compiling new
open-source datasets for benchmarking purposes.
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A Historical Psychology Corpus Details

A.1 Distribution of Paragraph Lengths

To ensure the inclusion of sufficient semantic in-
formation, paragraphs containing fewer than 50
characters have been merged with the preceding
paragraph of the article or chapter, wherever pos-
sible. To accommodate the token limitations of
models such as BERT, paragraphs that exceed 500
characters have been divided into segments with
fewer than 500 characters each, while maintaining
the integrity of the original sentence structure as
much as possible. The average length of paragraphs
is 195 characters.

Figure 7: Distributions of paragraph lengths in different
sets.

A.2 Distribution of Title Similarities

Figure 8: Distribution of title similarities with thresh-
olds.

B Word Embedding Model Details

B.1 Pre-processing
Before training the word vector model, we
conducted word segmentation on the cor-
pus, employing the pre-trained tokenizer
“COARSE_ELECTRA_SMALL_ZH” from HanLP
(https://hanlp.hankcs.com/docs/
api/hanlp/pretrained/tok.html).

After word segmentation, the corpus consists of
1.04 billion word tokens and an initial vocabulary
containing 15.55 million unique words. By trun-
cating the vocabulary at a minimum word count
threshold of 10, the final vocabulary size is reduced
to 1.27 million words.

B.2 Training Hyperparameters
We train our word vector models on the same cor-
pus using various frameworks and architectures,
such as Word2Vec (with CBOW and Skip-gram)
(Mikolov et al., 2013), FastText (with CBOW and
Skip-gram) (Bojanowski et al., 2017), and GloVe
(Pennington et al., 2014). The hyperparameters are
presented in Table 4.

C Dictionary Details

We build a dictionary for each classical Chinese
questionnaire by using an open-source dictionary
system named “WantWords” (Qi et al., 2020),
which is based on a multi-channel reverse dictio-
nary model (MRDM) (Zhang et al., 2020) and
takes sentences (descriptions of words) as input
and yields words semantically matching the input
sentences.

The process involves three steps: (1) we em-
ploy the “WantWords” model to obtain the top n
most similar words to each quotation in the ques-
tionnaire; (2) a process of deduplication is then
conducted; (3) the words are labeled manually by
a native Chinese speaker with “relevant” or “irrel-
evant” to the corresponding topic, after which all
irrelevant words are discarded.

https://hanlp.hankcs.com/docs/api/hanlp/pretrained/tok.html
https://hanlp.hankcs.com/docs/api/hanlp/pretrained/tok.html


Framework Architecture Vector Size Epoch Window Size Other Parameters

Word2Vec
CBOW 300 5 5 negative=5

Skip-gram 300 5 5 negative=5

FastText
CBOW 300 5 5 negative=5, min_n=1, max_n=4

Skip-gram 300 5 5 negative=5, min_n=1, max_n=4
GloVe 300 15 5 x_max=100, alpha=0.75

Table 4: Word vector model training hyperparameters and evaluation results.

Sampling

Positive/Negative Sampling
Thresholds

{(10th, 90th)}

Triplet Sampling Option {random}

Sampling Seed {42}

Training

Batch Size {16, 32}

Epochs {3}

Warmup Epochs {1, 2, 3}

Learning Rate {1e-6, 1e-5, 2e-5}

Optimizer {Adam}

Table 5: Hyperparameter sweep for triplet sampling and validation for fine-tuned models.



Figure 9: Few-shot prompt for the semantic textual
similarity task.

Figure 10: Few-shot prompt for the psychological mea-
sure task.



Figure 11: Few-shot prompt for the questionnaire item classification task.


